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ACRONYMS AND KEY WORDS USED IN THIS DOCUMENT
ANR

Agriculture and Natural Resources (Sector)

BGE

Basic and Girls’ Education (Sector)

CH

Children’s Health (Sector)

CO

CARE Country Office

EEL

Evaluation Electronic Library

HH

Household

HLS

Household Livelihood Security

INF

Infrastructure (Sector)

IOH

Integrated and Other Health (Sector)

MEGA

Meta-evaluation of Goal Achievement

NUT

Nutritional Health (Sector)

OTHER
Interventions not captured under listed sectors

RH

Reproductive Health (Sector)

SEAD

Small Economic Activity Development (Sector)

WSEH

Water, Sanitation, and Environmental Health (Sector)

META-evaluation:  Evaluation synthesizing multiple project evaluation reports (e.g. by program, sector, region, etc.)

EXECUTIVE SUMMARY
In response to questions asked by both Peter Bell, CARE USA President, and Pat Carey, Senior Vice President for Program, a study was undertaken to examine what has been learned from evaluations of CARE projects and programs.  This synthesis study, named the “Meta-Evaluation of Goal Achievement (MEGA),” is intended to enhance CARE’s capacity to learn from its project evaluations.  It consisted of a review of 104 evaluation documents, primarily final project evaluations, written between 1994 and 2000. The projects covered by the MEGA sample of evaluations are roughly representative of the span of current (as of FY00) CARE project sectors and country offices.  It should be noted that the projects included in this review were designed, implemented, and evaluated before the promulgation of the CARE Impact Guidelines and the adoption of new DME standards.

Major Findings

Most CARE projects are having a significant impact on the lives of people in poor communities.  The survey found that two-thirds (66%) of CARE’s projects achieved most of their objectives and an additional 29% achieved at least some objectives.  Only 5% showed no substantial results.  These findings were consistent across all sectors.

While these are  encouraging results, it is important to note that project evaluation findings were often based upon weak evidentiary foundations. Only  39% of the projects included in the MEGA study had been initiated with a baseline study.  There was considerable variation across sectors; health projects had the most baselines (59%), while ANR had 28% and SEAD 14%.  Less than half (43%) of the final evaluations included a household survey as part of their methodology.

Eighty percent of the reviewed projects had final goals consistent with CARE’s Household Livelihood Security (HLS) framework.  Two-thirds (68%) of final goals were aimed at household level and one-third (32%) at institutional level. However, only 39% of final goals targeted impact (sustainable improvement in human conditions or well-being) at household level.  Moreover, in less than half (47%) of all reviewed projects was final goal achievement actually measured in any form.  It appears that for many CARE projects the final goal has been irrelevant, or at least considered a vision not subject to evaluation.   The vast majority of project intermediate objectives were, appropriately, at the effects results level (changes in behavior or systemic capacity).  Objectives were almost equally divided between household and institutional levels.  

A number of evaluations cited the failure of projects to revise objectives in the face of data, implementation experiences, or the findings of other evaluations. It was a rare project evaluation that included measurements of cost-efficiency, unit cost, or financial measures.

Only slightly more than one-third (36%) of all projects included goals or objectives with specific reference to sustainability. While 83% of evaluation reports addressed sustainability, only 20% of the project evaluations reported finding strong indications of sustainability. On the other hand, several CARE meta-evaluations found substantial evidence of post-project sustainability. 

Only 15% of the projects had an objective with a clear gender orientation, but 38 % of project evaluations included significant gender analysis in their methodologies. And those evaluations found that “gender benefits” had been achieved in 83% of these cases (33% of all projects).

Organizational learning has not been a well-established objective for CARE project evaluations. They are written primarily to meet specific donor formats and requirements.  Secondarily, they provide CARE Country Offices (COs) and project management with recommendations for project adjustments.  Much less frequently do reports address their ‘lessons learned’ to wider CARE or development audiences. While several of the meta-evaluations cite non-CARE and non-project sources, few project evaluation reports refer to other projects or make attempts to draw upon a broader development perspective.

Over a quarter (26%) of the reports reviewed included lessons drawn from project experiences with needs assessment and evaluation, including participatory techniques. Twenty percent of the evaluations produced lessons regarding project design and the identification of target populations.   Fourteen percent of the reports included lessons regarding gender.  

Methodological Patterns and Lessons

There was considerable variation in the level of detail and the depth of explanation about evaluation methodologies in the reports. CARE should distinguish between types of “final evaluations.”  

Ninety-four percent of the reviewed evaluations had at least one outsider (non-CARE employee) on the evaluation team. The average size of an evaluation team was 4.4 members. These evaluations exhibited a considerable range of data collection days: from as few as 3 to as many as 190 days, with a median of 14 and an average of 21 days.  Most (56%) evaluations had a post-test-only experimental design (with no comparable baseline).  Only 8% of the evaluations employed a quasi-experimental design using a control (or comparison) group.

Eighty-one evaluations for which there was sufficient information were rated for the methodological rigor of their evaluation designs. These ratings were based upon their inclusion of up to six elements. The mean score for methodological rigor was 3.6 on a scale of 6, with a median of 3. A little over half (52%) of the projects clearly defined their target populations in their goals and/or objectives. 

Only 43% of the evaluations involved a household survey, and only 39% of the projects had been initiated with baseline indicators. Of those projects that had baselines, 75% included household surveys in their final evaluations. The study also rated evaluations for their use of “other (non-survey) methods.” On a scale of 6, CARE evaluations scored a mean of 3.4, with a median of 3. The MEGA sample included a number of rigorous evaluations that employed a wide range of methodologies.  This said, it was striking to the reviewer that a high percentage of evaluations were based solely upon document reviews and interviews.

Recommendations:  How CARE Can Learn From Its Evaluations

CARE International and its donors invest considerable resources in the realization of project, 

program, and meta-evaluations.  For the past two years, the organization has worked assiduously to set standards for project design and M&E systems.  Now it may be time to turn to the issues of setting standards for conducting and reporting evaluations, and promoting the utilization of evaluation findings as important inputs into institutional learning.

CARE should take initiatives to improve the quality and rigor of program and project evaluations.  This includes developing organizational standards for evaluation design and the selection of methodologies. Many of the criteria used in this MEGA evaluation should be used in setting such standards.

In order to standardize evaluation reports the following should be included in the terms of reference (ToR) for evaluators:

· Provide guidelines for standards of what to include in the executive summary.

· Call for a section on “lessons learned,” to be addressed to other professionals for use in the design of future projects.

· Include a section defining the objectives of the evaluation.

· Include a review of the project design, including a summary of what the project set out to achieve, clear identification of the goals and objectives, target population, etc..

· Include a report of what the project accomplished, specifically whether or not the final goal and intermediate objectives were achieved.
· Request that the evaluation report review and describe the project’s monitoring and evaluation system.

· Require that the evaluators review and cite previous relevant evaluation reports. 

· Require that the report include a detailed description of the methodologies used in the evaluation. 

· Include a list of specific recommendations requiring follow-up by project and/or CO staff.

In addition, each primary investigator/lead evaluator should be required to write an English language abstract of their report suitable for inclusion in the CARE Evaluation Electronic Library (EEL).

Standardized formats should be used to facilitate the identification of evaluation reports and their inclusion in the EEL:

· The report cover page should include critical information to identify the project and report. 

· Authors should submit all final evaluation reports in both hard copy and electronic form, and the CO should routinely send copies to CARE Atlanta. 

· Clear criteria should be established for the inclusion of documents in the EEL.

The utilization of evaluations would be enhanced by the following (among other policies):

· Encourage COs to establish a utilization tracking procedure to ensure that CARE staff respond to and act upon the recommendations included in evaluation reports.
· Commission periodic meta-evaluations by country, region, and/or sector (international) to extract, synthesize and summarize learnings from evaluations. (The EEL should help with this). 
· Regularly review the organization’s use of the EEL and its contribution to project and evaluation design, analysis, and interpretation.

PREFACE
Although we talk about becoming more of a learning organization, we have to admit that we have not been very systematic in taking advantage of the lessons learned from the evaluations of CARE projects.  As a first step to increase our capacity to do so, the Evaluation Electronic Library (EEL) has been set up.  It makes the abstracts of evaluations and entire evaluation reports in electronic form more accessible.  However, it still requires a concentrated effort on the part of someone who knows what he/she is looking for (i.e. an expert in evaluation) to extract and synthesize summary findings from these evaluations.

In response to a request from Peter Bell and Pat Carey for a summary report of lessons learned from CARE evaluations, a project was undertaken to:

· Synthesize major findings from recent CARE project and program evaluations;

· Assess whether or not these projects addressed and achieved impact at the Household Livelihood Security (HLS) level; and

· Review the evaluation methodologies used and make recommendations for how to conduct more effective evaluations in the future.

Consultant David A. Goldenberg was asked to undertake this assignment.  He had previously done a commendable job on producing the case studies that formed the basis of the Impact Evaluation Initiative and the subsequent CARE Impact Guidelines.  He was asked to review the abstracts available on the EEL, as well as a sample of evaluation reports themselves. 

As a part of this review he was asked to answer the following questions:

1 In summary fashion, what do CARE project and program evaluations tell us about what CARE is achieving?  

1a. Are we having a significant impact on the lives of people in poor communities?

2 How many of the final goals of these projects addressed what we now define as acceptable indicators of HLS impact?

2a. How many of these evaluation reports state that, in the opinion of the evaluation team, the final goal was successfully achieved?

2b. Are there some sectors and some geographic regions that, according to available evaluation reports, seem to be having greater impact than others?

2c. Beyond the numbers, analyze what can be learned from these evaluation reports on what CARE projects aim at (their goals) and how well they achieve them.

3 Share observations on the evaluation methodologies themselves: 

3a. How many included surveys at the household, community and/or institutional levels?  

3b. What evaluation designs were used (with/without baseline, with/without comparison group, etc.)?

3c. How many of them used qualitative methodologies?  Describe. 

3d. How rigorous were these evaluations?  

3e. What recommendations do you have for standardizing evaluation Terms of Reference in order to improve the quality and usability of CARE project and program evaluations?

4 In light of the DME standards established by the Impact Evaluation Initiative Working Group (resulting in the CARE Impact Guidelines), how well have past evaluations examined projects’ level of conformity with those standards?

5 Give any over-all comments and recommendations based on the analysis of the existing reports in the Evaluation Electronic Library, or, more broadly, on the system of collecting and learning from CARE evaluations.

The following report was produced to respond to these questions.  It makes a major contribution to our appreciation of the importance of project and program evaluations, and the potential value of their contributions to organizational learning.  It also makes us keenly aware of the need to provide more systematic guidance to those who commission evaluations, and those who conduct them, in order to enhance the quality and utility of evaluations in the future.

-- Jim Rugh, CARE Evaluation Coordinator

INTRODUCTION
The Meta-Evaluation of Goal Achievement (MEGA) is intended to enhance CARE’s capacity to learn from its project evaluations. Due to its broad range of subject matter, it cannot provide detailed conclusions regarding sector or programmatic approaches. The consultant was asked to identify patterns from the review of a large number of evaluation reports available through CARE’s recently established Evaluation Electronic Library (EEL).
  He would then “extract and synthesize summary findings” in order to deliver:   

1. A summary of major findings from recent CARE project and program evaluations

2. A summary of methodological patterns and lessons drawn from this sample of CARE final evaluations

3. A set of recommendations for future evaluations covering terms of reference, methodologies, evaluation report formats, and particularly “a system of collecting and learning from CARE evaluations”

The MEGA Evaluation Sample

MEGA consisted of a review of 104 evaluation documents
:  

· 86 project evaluations, including 80 final evaluations, 2 mid-terms (with measurement), and 4 post-project evaluations

· 5 program evaluations and 2 special studies

· 11 meta-evaluations (country, regional, and global)

In some cases, more than one evaluation may have been included from a single project, e.g. final evaluations of different project phases or separate evaluations of different sectors from the same project. Some projects covered multiple sectors; consequently the 93 projects and programs in the sample included 103 total sector interventions. It was originally envisioned that MEGA could be based entirely upon the evaluation report abstracts and related attribute data forms contained in the EEL.  However, many abstracts and attribute entries lacked crucial information on goals, objectives, and evaluation methodology. As a result, the exercise eventually entailed the review of 48 original documents and 56 abstracts.    

In their present state, CARE’s evaluations do not lend themselves to ease of access and dissemination. Only two-thirds (66%) of the documents reviewed were rated as having sufficiently complete executive summaries, including findings, lessons learned, a methodology description, and recommendations.  Even though the location of evaluation hard copies is listed in the EEL, they are difficult to track down.  For reports that are available in electronic form, uninformative file names often create confusion.  Report cover pages seldom provide the CARE project number or identify the project sector(s).

The evaluations entered in the EEL were drawn primarily from the CARE/Atlanta files, but MEGA also includes a number of documents recently submitted by the field.  MEGA includes only evaluations that address the achievement of project goals and objectives, and cover at least one project phase (usually three years).  The sampled evaluation reports were written between 1994 and 2000.   

The projects covered by the MEGA sample of evaluations are roughly representative of the span of current (FY00) CARE project sectors and country offices (see Table 1). Only the Agriculture and Natural Resources (ANR) sector – with 37% of the MEGA evaluations (vs. 19% of projects during 1999-2000) – is somewhat over-represented.    Twenty-eight percent of MEGA evaluations are from the health sectors (vs. 29% for projects listed during 1999–2000).     The countries with the highest number of reviewed evaluations are Nepal (14% of total), Bangladesh (9%), and Niger (7%).   Based upon current program patterns, Ethiopia, Haiti, and Togo are under-represented in the MEGA sample.


Table 1. Distribution of projects and evaluations by sector

Sector

Projects in FY00

Evaluation reports in MEGA sample

ANR
19%
37%

SEAD
15%
14%

WSEH
12%
11%

CH
8%
7%

RH
11%
9%

IOH
5%
11%

NUT
5%
2%

BGE
7%
6%

INF
8%
5%

OTHER
11%
0%

PART 1: MAJOR FINDINGS
1.A. Achievement of Project Objectives 

The MEGA terms of reference required that the review should determine “how many of these evaluation reports state that, in the opinion of the evaluation team, the final goal was successfully achieved?”  However, less than half (47%) of projects actually measured final goal achievement and, in most cases, the findings were presented in extremely general terms with little substantiation.  Consequently, these conclusions were arrived at through a review of the achievement findings for project intermediate objectives.

Most CARE projects are having a significant impact on the lives of people in poor communities.  The MEGA study found that two-thirds (66%) of CARE’s projects achieved most of their intermediate objectives and 29% achieved some objectives.  Only 5% showed no substantial results
.  These findings were consistent across all sectors.  Sixty-two percent of health projects
 achieved most of their objectives, ANR - 61%, SEAD – 55%, and WSEH – 67%.

While these are encouraging results, it is important to note that project evaluation findings were often based upon weak evidentiary foundations. Only 39% of the projects in this sample had been initiated with a baseline study.  There was considerable variation across sectors; health projects had the most baselines (59%), while ANR had 28% and SEAD 14%.   Less than half (43%) of the final evaluations included a household survey as part of their methodology: 

health – 59%, WSEH – 45%, SEAD- 36%, ANR – 31%.

Previous meta-evaluations made the same observation.  The Review of Rural Water Supply and Sanitation Project Evaluations in Latin America noted that “for the majority of projects no baseline data is available” (Cabrera, 1995: ii).  In the review of evaluation findings from CARE’s HIV/AIDS prevention efforts, the authors noted that “the majority of the 37 reports did not include quantitative outcome measures”  (McKaig and Thomas, 1999: 3).   

The project evaluators’ own language can indicate concern with the substance of their findings. All too frequently, they present evaluation conclusions with qualifications or reservations regarding the bases of their conclusions.  Some sample quotes:

“This general statement has been tested at the field level with great difficulty and found that the statement cannot be contradicted.” (LK-ANR-27)

“The performance and impact of the project could not be assessed against any baseline data.” (IN-SEAD-100) 

“The evaluating team could not find enough information to conclude that intermediate goals were achieved.” (HN-IOH-36)

 “Although disaggregated health statistics were not available for purposes of confirmation, it was reported extensively by communities that there is now a lower incidence of diseases such as diarrhea, malaria and cholera…”  (HN-WSEH-37)

“It is difficult to assess whether SAPIMA has yet increased safer sexual practices among target groups. Southern African experience indicates that behavior change takes significantly longer than three years.”  (GH-RH-2)

Some evaluators state general conclusions that are positive in their opinions, yet offer little evidence to substantiate their observations:

“There is…little doubt that the Title II Food aid projects and programs …are making a difference.” (ET-ANR-1)

“In the opinion of the evaluator, there is no reason to doubt that this objective will be achieved and even exceeded.” (CR-SEAD-61)

“Although the project did not measure its impact in terms of crop production, it can be deduced from the farmers’ perceptions and from the case studies that the technologies reaching significant results in production were irrigated vegetable gardens, use of certified maize seeds…” (BO-ANR21) 

“Taking this into consideration, it is assumed that the final goal, or the development objective, has been achieved to a large extent. With a longer time perspective the goal is likely to be fully achieved.”  (BD-ANR-56)  

“No project documentation consulted by the Evaluation Team makes any reference to the project having started to contribute to the attainment of its goal.  Nonetheless, in two of six villages in the Southern Zone visited by the Team, some families stated that they had improved their food self-sufficiency as a result of assistance from PAPAT.” (MG-ANR-3)     

“Economic and food security at the HH level seemed to have been improved, but no quantitative, or otherwise robust, evidence across project beneficiaries is available to prove this impact.” (NE-ANR-7)

1.B. Project Goals 

In February 2000, CARE USA’s Program Division issued a set of “Impact Guidelines” for project design, monitoring, and evaluation.  Almost all of the evaluations reviewed by MEGA predate those guidelines, but it was deemed worthwhile to review how well the sample projects met some of the new guidelines:

· Did the project final goal address impact consistent with household livelihood security (HLS)?

· What was the intended results level for each final goal:  

· Household Impact, Effect, or Output?

· Institutional Impact, Effect, or Output?

· Did the project have a measurable final goal?

· Was final goal achievement actually measured?

The vast majority of the reviewed projects (80%) had final goals
 that could be interpreted as consistent with CARE’s Household Livelihood Security framework.  There was little difference across sectors.   The MEGA study employed a generous interpretation of HLS consistency: did the goal address at least one of the security areas specifically at household level?
MEGA identified the anticipated results level for each project’s final goal and its intermediate objectives
.  Over two-thirds of final goals (68%) were aimed at household level and 32% at institutional level.  More than half of all goals (53%) was designated as impact level, 44% at effect level, and 3% at output level.  Only 39% of final goals targeted “lasting changes in the conditions or aspects of the quality of life” (impact) at household level.

Table 2. Project Final Goal Results Levels

RESULTS LEVEL
NUMBER
PERCENTAGE

HOUSEHOLD IMPACT
43
39%

HOUSEHOLD EFFECT
30
27%

HOUSEHOLD OUTPUT
2
2%

INSTITUTIONAL IMPACT
15
14%

INSTITUTIONAL EFFECT
18
16%

INSTITUTIONAL OUTPUT
2
2%

According to CARE’s new Impact Guidelines, a final goal should be measurable, and almost three-fourths of MEGA final goals (71%) were rated as measurable.  There was some variation across sectors: ANR – 61%, SEAD – 86%, WSEH – 64%, and 76% for the health sectors
.  

However, in less than half (47%) of all reviewed projects was final goal achievement actually measured in any form.   Of the projects with measurable goals, two-thirds (66%) of the evaluations actually sought to measure goal achievement. There was little variation across sectors.  Health and SEAD projects were the most likely to measure goal achievement; ANR and BGE were the least likely.  It appears that for many CARE projects the final goal is irrelevant. The portfolio review of 22 years of Sahel ANR projects observed that: 

· The final goal of ANR projects has seldom been measured.  In fact, it has usually been written in such a fashion that measurement, were it attempted, would be difficult.

· In practice, the final goal has usually been ignored by project personnel, who focus instead on various intermediate objectives.

· It has usually been explicitly assumed that the attainment of intermediate objectives indicates that the project’s final goal has been reached.  However, the causal relationship which is assumed to exist between intermediate objectives and the final goal has oftentimes not been apparent and has hardly ever been tested. (Butterfield and Kauck, 1996)
Table 3.  HLS Impact Level Goals & Achievement of Project Objectives
















A.  TYPE OF GOAL


ANR
SEAD
WSEH
CH
RH
IOH
NUT
BGE
INF
MULTI/OTHER
TOTAL

HLS GOAL
31
8
8
5
5
7
1
2
1
2
70


86%
80%
89%
71%
83%
78%
50%
50%
50%
50%
80%














NOT HLS
5
2

2
1
2
1
2
1
2
18


14%
20%

29%
17%
22%
50%
50%
50%
50%
20%














NO INFORMATION

1
1

1
1


1

5

B.  DID PROJECT ACHIEVE OBJECTIVES?

ANR
SEAD
WSEH
CH
RH
IOH
NUT
BGE
INF
MULTI/OTHER
TOTAL

YES
22
6
6
6
4
5
1
4
3
4
61


61%
55%
67%
86%
57%
50%
50%
100%
100%
100%
66%














MIXED RESULTS
11
3
3
1
3
5
1



27


31%
27%
33%
14%
43%
50%
50%



29%














NO
3
2








5


8%
18%








5%

C1. FINAL GOAL (MEASURABLE)


ANR
SEAD
WSEH
CH
RH
IOH
NUT
BGE
INF
MULTI/OTHER
TOTAL

Yes
22
12
7
5
7
8
2
4

4
71

%
61%
86%
64%
71%
78%
73%
100%
67%
0%
100%
70%

?
2

1


1


1

5

No
12
2
3
2
2
2

2
2

27

C2. FINAL GOAL (MEASURED)


ANR
SEAD
WSEH
CH
RH
IOH
NUT
BGE
INF
MULTI/OTHER
TOTAL

Yes
14
8
5
3
4
5
2
2

4
47

%
39%
57%
45%
43%
44%
45%
100%
33%
0%
100%
47%

?
2

1


1


1

5

No
20
6
5
4
5
5

4
2

51

D. PROJECT BASELINE


ANR
SEAD
WSEH
CH
RH
IOH
NUT
BGE
INF
MULTI/OTHER
TOTAL

Yes
10
2
3
6
5
5
1
1

4
34

%
28%
14%
27%
86%
56%
45%
50%
17%
0%
25%
34%

?
1
1
1

1
1


1

6

No
25
11
7
1
3
5
1
5
2
3
63

E.  EVALUATION INCLUDED HOUSEHOLD SURVEY


ANR
SEAD
WSEH
CH
RH
IOH
NUT
BGE
INF
MULTI/OTHER
TOTAL

Yes
11
5
5
6
4
6
1
3
1
1
43

%
31%
36%
45%
86%
44%
55%
50%
50%
33%
33%
43%

?








1

1

No
25
9
6
1
5
5
1
3
1
3
59

1.C. Project Intermediate Objectives

The review of project objectives was somewhat hampered by incomplete objectives information for some projects.  Projects varied considerably in the number, details, and specificity of their objectives.  The vast majority of project intermediate objectives were at the effects results level.  Objectives were almost equally divided between household and institutional levels.

Table 4. Project Intermediate Objectives Results Levels

RESULTS LEVEL
NUMBER
PERCENTAGE

HOUSEHOLD IMPACT
5
2%

HOUSEHOLD EFFECT
122
40%

HOUSEHOLD OUTPUT
14
5%

INSTITUTIONAL IMPACT
15
5%

INSTITUTIONAL EFFECT
101
33%

INSTITUTIONAL OUTPUT
52
17%

1.D. Other Evaluation Patterns

Several evaluations reported shifts in design, objectives, and length of intervention during project life (e.g., UG-ANR-40).  The Egyptian small enterprise project (EG-SEAD-29) tracked project revisions in considerable detail and noted the influence of two consultants upon the process.  However, a number of evaluations remarked upon the failure of projects to revise objectives in the face of data, implementation experiences, or the findings of other evaluations. 

“Substantial changes were seen in strategy and means. This has had implications for new indicators and means of verification, new activities and, being an extension of a project, new expected outputs.” (NI-ANR, SEAD-53)

“Of the …30 evaluations, only one (3.2%) mentioned making adjustments to the number of beneficiaries and the number of projects to be carried out due to the reality found during the community census.” (Cabrera, 1995)

A CARE-Honduras project (GT-BGE-40) did not change its objectives despite shifting to entirely different target populations.  DIP objectives we set based on conditions in another district, “therefore, for most indicators, objectives might have been set higher than it was realistic.

[Though] a CARE-India project (IN-SEAD-100) revised its goal midway through the project after the focus shifted from children’s nutritional status to women’s income and empowerment, there does not appear to have been a revision in objectives and targets.

It was a rare project evaluation that included measurements of cost-efficiency, unit cost, or financial measures.  

 “The Internal Rate of Return on a well maintained road is more than double [the] accepted international norm, indicating that the investment in rural infrastructure is not only good for farm family beneficiaries, it is also a good investment for the nation.” (BD-INF-19)

“Our competence in assessing cost-efficiency proved inadequate for the challenges that materialised as the Evaluation progressed.  Among these challenges were low-quality auditing reports for PAPAT as such, and inaccessibility to audits for sub-contracts with project partners.  This resulted in indicative rather than affirmative assessment of justification of resource use.” (MG-ANR-2)

“None of the evaluations identified the method by which the community contribution for RW&S systems is calculated or monitored…Furthermore, expenditures for materials and transportation are not recorded in a way that will easily facilitate the calculation of true costs…The same is true for costs related to system design.”  (Cabrera, 1995)

1.E. Sustainability Objectives and Findings

Only thirty-six percent of projects included goals or objectives with specific reference to sustainability. The objectives were reviewed for clear references to long-term benefits.  It was not assumed that institutional or organizational development objectives necessarily implied a sustainability orientation.  Rarely do evaluators clearly distinguish short-term achievements from long-term prospects as did the authors of the Nepal Phase 2 RABNP:

“On the one hand, the Project has definitely represented one of the most remarkable feats in remote area development in Nepal.  However, given the highly rudimentary state of local institutional capacities for accessing ISTI support on a sustained basis in the post-Project days, the overall conclusion of this evaluation has to be that it is a high successful Project with more or less a tragic end.” (NP-ANR-23)

While 83% of evaluation reports included findings on sustainability, only 20% of project evaluations reported finding strong indications of sustainability.
 It must also be noted that sustainability findings are frequently presented in the same cautious language as was noted above for goal and objective achievement findings:

“… the chances of sustainability of the project activities at household level are good.”  (BD-ANR-56)

“… strong suggestive evidence that the overall program effectiveness in these non-CHILD thana has improved as a result of this "spillover" effect, providing further support for the effectiveness of the capacity building process of the project and its sustainability.” (BD-CH, RH-32)

“It was difficult to draw conclusion that the Village posyandu Supervision Teams (VSTs) in its present form are a cohesive, well-organized group of people which may be sustainable” (ID-IOH-35)

Table 5:  Project Sustainability Findings


N
%

0 – lack of or unclear information
16
17%

1 – project not sustainable
26
28%

2 – some indications of sustainability
32
34%

3 – strong indications of sustainability
19
20%

The mean score for sustainability findings was 1.6 and the median was 2. The sustainability conclusions presented in the MEGA project evaluations are based entirely upon indicators examined at the time of project termination. Only one meta-evaluation could provide a real test of sustainability.  The Nepal BTRT (ANR-8) Post-Project Evaluation was carried out three years after project termination.  It found that, with several exceptions, most project benefits were still being maintained. Similarly, the Latin American MCH meta-evaluation noted that “of the 21 documents available, only one was ’post’ implementation evaluation.”
On the other hand, several CARE meta-evaluations found substantial evidence of post- project sustainability.  A 1993 CARE Indonesia post-project study examined the sustainability of water and sanitation systems in fifty villages.  It found that in 85% of the sites, an average of seven years after project termination, there existed a “sustained” level of services despite less than ideal community management practices.  The Ecuador review of forty water and sanitation systems made similar findings.  With an average life of five years, most communities still had functioning water systems and continued to use their latrines.  However, it also identified numerous problems with management, water quality, system maintenance, catchement area deterioration, and waste disposal.

In his meta-evaluation, Cabrera found that the principal sustainability emphasis in the Latin American water and sanitation projects was upon community participation and local management.  However, most projects overlooked other key elements such as continued demand for services, ongoing support for promoters, integrated strategies with local Ministry of Health (MOH) counterparts, and institutional development.   Other meta-evaluations also emphasized Institutionalization as a key sustainability factor (Financial Services in Niger, the Central American Environmental Project [PACA]).

The Review of Maternal and Child Health Project Evaluations in Latin America identified the same pattern noted above:

CARE strategies promote sustainability through community participation and self-management…Few projects, however, incorporated specific objectives or baseline indicators to monitor achievements in these areas or specify precise strategies for institutional strengthening.  (Haley, 1995: ii)

1.F. Gender Analysis and Gender Benefits

Most of the projects reviewed for MEGA predate CARE’s recent formal emphasis upon gender.  Only 15% of the projects had an objective with a clear gender orientation that sought to increase the participation and influence of women in their societies.   Interestingly, a third of the Nepal projects reviewed did include gender objectives.  Examples of gender objectives are:

“Women and Landless Groups’ Involvement: Increased capacity for participation of girls, women and landless people in local development process.” (NP-ANR-29) 
 “Facilitate the management and sustainability of ASSA services through the enhancement of community organizations’ capacity and the promotion of women’s decision-making participation.”  (EC-WSEH-60)

“Lograr la participación equitativa de aproximadamente 5,000 mujeres en el proceso de desarrollo sociocultural y económico.”  (GT-SEAD-34)  (Achieve the equitable participation of approximately 5,000 women in the process of sociocultural and economic progress.)

The project evaluations went beyond the limitations of initial project design. Thirty-eight percent of the evaluations included significant gender analysis in their methodologies. Those evaluations found that “gender benefits” had been achieved in 83% of these cases (33% of all projects).

CARE Bolivia commissioned a meta-evaluation of its gender policies and their application in projects.  It found that there had been some advances in the incorporation of gender orientation in project approaches.  However, it concluded that projects lacked procedures for the analysis of structural gender inequalities and had not designed indicators to measure the effect or impact of their gender approaches (Landaeta, 2000: 31).

1.F. Partnership Findings

The MEGA review sought to extract comments on project partnerships from the evaluation abstracts and reports.
.  It is difficult, however, to draw serious implications from these extracts.  Over a quarter (28%) of the reports or abstracts provided either unclear comments or no partnership comments whatsoever.  For those with adequate information, it is notable that more than half (51%) of the comments covered partnership issues with national government agencies and ministries.  Nearly a third (30%) referred to NGOs and only 18% dealt with community-based organizations and local authorities. 

Final evaluations focus upon project effect and impact.  Consequently, it may be understandable that they will devote less attention to project process issues such as partnerships than mid-term evaluations.  However, it would be an important contribution to organizational learning if project final evaluations would examine the relationship between interventions (the way a project was implemented, and the quality of the process) and the results achieved.  This should include addressing the role of partnerships (institutional strengthening and sustainability). 

1.H. Lessons Learned

“The findings of an evaluation can be used in two ways, 1) in an ‘instrumental’ manner to provide information for immediate decision making, or 2) to ‘enlighten’ the thinking of decision makers in a general manner.  This is important at the project level as well as at the agency level.” (Bilinsky, 1998: 1)  

Organizational learning is not a well-established objective for CARE project evaluations that are written primarily to meet specific donor formats and requirements.  Secondarily, they provide CO and project management with recommendations for project adjustments.  Much less frequently do reports address their ‘lessons learned’ to wider CARE or development audiences. While several of the meta-evaluations cite non-CARE and non-project sources, few project evaluation reports refer to other projects or make attempts to draw upon a broader development perspective.   Perhaps the authors assume a shared base of reference and experience with the readers. 

The Niger Sanu Yara Survival project final evaluation, with its clear orientation toward organizational learning, was a rare exception.  It recommended “lessons learned for Atlanta” including:

· Develop a list of indicators that are technically accurate, measurable, and reflect optimal practices.

· Help overseas projects set up a system that would allow them (to) share experiences, lessons learned, (and) innovative approaches.

Egypt’s Growth in Small and Micro-Enterprise Project included reference to other evaluations:

 “CARE’s experience with this approach in Kenya, Zambia, Togo and Guatemala suggested that it is very difficult, time-consuming and risky to transfer the ownership of a credit program from CARE to a local organization after initiating it as a direct delivery program.” (EG-SEAD-29)
The MEGA study also examined “lessons learned for other development professionals” gleaned from 70% of the final evaluation abstracts and reports (those containing adequate information).
   The selection was restricted to lessons learned with broad development implications.  While most reports included “Lessons” sections, some failed to distinguish between project-specific recommendations and broader learning.  There were several “lessons” regarding project replicability.  Some evaluators provided “lessons” from the project evaluation experiences themselves. 

Types of Lessons Learned Included:

·  More than one-fourth of the projects (26%) included lessons drawn from project experiences with needs assessment and evaluation, including participatory techniques.

“Such a project needs impact as well as performance indicators relevant to measuring project food security and employment objectives and household security of the beneficiaries.” (ET-MUL-18)

“A needs assessment, preferably a participatory one, in which women are specifically asked to state their priorities, must precede the selection of IGAs for donor support.”  (IN-SEAD-73)

“It might be useful to develop an index of IPM adoption in order to assess and monitor lateral spread …and to monitor incremental changes in farmer practices.” (LK-ANR-25)

“If a hard, critical look had been taken at this project several years ago and corrective action taken, CARE would have more to show for its years of project implementation and funding.  The lesson learned is that CARE needs more commitment to serious, impact-oriented evaluations and subsequent follow-up.” (PE-SEAD-22)

“Pilot projects should be constructed such that monitoring and evaluation processes provide for frequent reviews by CARE and non-CARE staff that may provide opportunities for refining the project (its implementation mechanisms as well as its goals and objectives).” (UG-ANR-62)

· Twenty percent of the evaluations produced lessons regarding project design and the identification of target populations.

“RMP, because of the way in which it is designed, has managed to reach the most vulnerable group of women in the Bangladeshi society, i.e., the poorest of the poor, mainly female heads of households.” (BD-INF-19)

“SAMPIMA has learned the importance of targeting and tailoring IEC approaches to reach different target groups and to promote behaviour changes among different groups.” (GH-RH-2)

“CARE should develop socio-economic profiles of the target communities for this type of project.  Through such an exercise a basic picture relating to the ability and willingness to pay in each target community could be developed.” (ID-WSEH-31)

“For community development projects having a time frame of ten years or more, CARE Nepal should initiate a phase out strategy at least two years before the completion of the project.” (NP-ANR-11 Post-Project Study)

· Fourteen percent of the reports included lessons regarding gender.

“The role of men in health decisions should not be overlooked” (BO-IOH-20)

“Research should be conducted to better define women’s contribution to their children’s education in the Wassa West area, and women should be targeted more seriously as education stakeholders.” (GH-BGE-3)

“In rural water supply and sanitation projects, engineers need to be sensitised to the social and gender issues related to water systems so that the designs take into account the needs, the knowledge (around water sources for example) and abilities of the communities.” (HN-WSEH-37)

“Associate women from the beginning with development of water use protocols.” (ML-WSEH-15)

“PURSP demonstrated that it is not only possible, but necessary, to work with both sexes for integrated insect management programs.  In numerous communities, it was the women who were the most active in promoting safe practices.” (NI-ANR-37)

PART 2: METHODOLOGICAL PATTERNS AND LESSONS 

2.A. General Patterns

The authors of CARE meta-evaluations noted the constraint imposed by a lack of comparability across project evaluations:

“In order to translate lessons learned into improved sector programming, CARE must first establish standardized guidelines for the collection, analysis, and dissemination of relevant information.  Current evaluation guidelines do not provide for adequate comparative analysis nor for the utilization of lessons learned.”  (Haley, 1995: ii)

“It is clear that despite efforts to standardize outcome measures in HIV/AIDS prevention, CARE’s evaluation efforts have not been systematically conducted or documented. (McKaig & Thomas, 1999: 5)

It was noticeable that a large number of the project evaluations made little reference to the findings of previous evaluations.  The reports used data from project monitoring and evaluation systems, but rarely reviewed the adequacy of those systems.

2.B. Evaluation Methodology Descriptions

Most (79%) of the reports reviewed for the MEGA study provided a basic description of the methodology employed during the final evaluation, including evaluation team composition, activities, and number of data collection days.  However, there was considerable variation in the level of detail and the depth of explanation.  Several reports contained no information at all on methodology.  A 61-page report on Uganda’s Development Through Conservation project (UG-ANR-30) described its evaluation process as “meetings with various groups of individuals and reviewing documents.”  Mozambique’s SWIM (MZ-ANR-31) evaluation report provided no information on methods. Most reports attached terms of reference, but these do not provide adequate details on the realities of the evaluation process.  A number of reports did provide thoughtful discussions of data limitations, evaluation lessons learned, and innovative evaluative approaches.

There is value in requiring each report to clearly describe the objectives of the project evaluation. CARE should also distinguish between types of  “final evaluations”.  This term is currently applied to assessments of projects as diverse as brief emergency interventions, pilot projects, first project phases, and sector sub-projects, as well as the culmination of multi-phase projects.  For the most part, CARE’s evaluators made consistent use of evaluation terminology.  One exception was the manner in which several reports used “participatory approaches” to refer to the inclusion of CARE staff in the evaluations, rather than community members (e.g. IN-SEAD-77).

2.C. Evaluation Methodology Findings

Final evaluations are almost universally led and conducted by external (non-CARE) professionals.  Ninety-four percent of the reviewed MEGA evaluations had at least one outsider on the evaluation team, and the majority of other team members were not CARE staff members.  The average size of an evaluation team was 4.4 members; the range was 1 – 13, with a median of 4 members.

The MEGA evaluations exhibited a considerable range of data collection days: from as few as only 3 days to as many as 190.  The median was 14 days, the average 21 days.  There was no information on data collection days for 28% of the reviewed evaluations.
Given the lack of baseline data, it is not surprising that most of the evaluations had a ‘post-test only’ experimental design (56%).  Only 8% of the evaluations employed a quasi-experimental design (design “B” or “F” in Table 6) with a control group.

Table 6. Evaluation Design

EVALUATION DESIGN
Number
Percentage

A. Pre- and Post-test/no control group
29
32%

B. Pre- and Post-test with control group
5
6%





C. Post-test only/no control group
49
54%

D. Post-test only/ with control group
2
2%





E. Time series/no control group
4
4%

F. Time series with control group
2
2%

2.D. Methodological Rigor

Eighty-one evaluations for which there was sufficient information were rated for the methodological rigor of their evaluation designs.  The rating counted the number of the following elements included in the design:

1. Basic: review of documents and interviews

2. Use of previous data – baseline or monitoring data

3. Final goal measured

4. Measured % of target population reached by project

5. Reference to past or related evaluations

6. Cross-validation through complementary methodologies

The mean score for methodological rigor was 3.6 on a scale of 6, with a median of 3. 

One measure of rigor is the degree to which evaluations draw upon the findings and lessons of past or related evaluations.  Most the final evaluations in the MEGA study referred to their projects’ mid-term evaluations, but made less use of earlier phase evaluations or those from similar projects.  

“From previous child survival project experience in Niger, CARE learned that it is difficult to get traditional health workers to do health education activities in addition to their normal tasks” (so they trained new animators).  (NE-CH-34)

A rigorous final evaluation should scrutinize the adequacy of a project’s initial design and of subsequent modifications.  

A little over half (52%) of the projects clearly defined their target populations in their goals and/or objectives.  Several evaluations criticized projects for failing to revise their objectives despite shifts in target population during the life of the project (e.g. GT-CH-40).  Project objectives are frequently presented as percentage change targets, but without a clear delineation of the target population.

Nearly two-thirds of the evaluations (63%) presented findings that specifically enumerated impact and effect upon the target populations.  However, in only 68% of those projects had the target populations been clearly defined in their goals or objectives.

As mentioned above, many MEGA evaluations were seriously hampered by a lack of quantitative data. Only 43% of the evaluations involved a household survey, and only 39% of the projects had been initiated with the benefit of baseline measurement of key indicators. However, of the 32 projects which did start out with baseline indicators, only 24 (or 75%) of their final evaluations included a follow-up household survey.
The study rated evaluations for their inclusion of “other (non-survey) methods.” The rating counted the number of the following methodologies used:

1. Document review and interviews

2. Inclusion of participatory methods

3. Observations 

4. Case studies

5. Institutional assessment

6. Report includes tables of quantitative data

On a scale of 6, CARE evaluations scored a mean of 3.4, with a median of 3. The MEGA sample included a number of rigorous evaluations that employed a wide range of methodologies. However, it was striking to the reviewer that a high percentage of evaluations were based solely upon document reviews and interviews. A majority of evaluations conducted some form of institutional assessment, but controlled observation techniques and case studies were rarely employed.  According to the reports, participatory techniques were commonly featured during project implementation, but they were rarely employed for final evaluations.  This may partially be due to the short time frames of many evaluations. Only one project (Nepal ANR PN8) was found to have included community members in the final evaluation team.

Table 7. Evaluation methodologies used


%
mean
median

Size of evaluation team

4.4
4

Outsiders on team
94%



Methodology description
79%



Report reviewed by MEGA

42%



Final goal measurable
71%



Final goal measured
47%



HH survey
43%



Data collection days

21
14

Methodological rigor rating 1-6

3.6
3.0

Other methods rating 1-6

3.4
3.0

Appropriate baseline indicators
39%



Gender benefits
33%



Significant gender analysis
38%



Executive Summary complete
68%



Sustainability goal/objective
36%



Sustainability achieved scale 0 - 3

1.6
2

PART 3: RECOMMENDATIONS: HOW CARE CAN LEARN FROM ITS EVALUATIONS
CARE International and its donors invest considerable resources in the realization of project, program, and meta-evaluations.  For the past two years, the organization has worked assiduously to set standards for its design, monitoring, and evaluation processes. Now it may be time to turn to the issues of setting standards for conducting and reporting evaluations, and promoting the utilization of evaluation findings as important inputs into institutional learning.  

· Is project management acting upon final evaluation recommendations?  As the author of one meta-evaluation noted: “no evidence was found for the existence of a mechanism for follow-up and verification whether or not the recommendations from the evaluations were implemented.”  (Cabrera, 1995)  

· Is CARE learning from this wealth of evaluation findings?
There is no system for the internal or external dissemination of CARE’s evaluation findings.  Since 1998, CARE has been in the process of establishing an accessible central database of evaluation reports. Beyond its design and mechanics, however, a fundamental change in organizational culture may be required to further promote organizational learning.  This reviewer was struck by the degree to which CARE’s evaluation reports seldom draw upon previous evaluations.  Even meta-evaluations are not exempt from this practice.  For example, a sustainability review of Child Survival Projects in Bangladesh and Bolivia (Seims, 2000) contains not a single reference to a 1995 meta-evaluation of maternal and child health projects in Latin America covering the same period.  The recommendations in this section are focused upon transforming CARE’s evaluative process into a learning process.  

3.A. Orient Evaluations for Organizational Learning

1. Improve the quality and rigor of program and project evaluations:

1.1. CARE should support the application of its Impact Guidelines.  Many of the decisions that result in rigorous final evaluations must be taken at the beginning of a project: Is there an adequate project monitoring and evaluation plan?  Has the project carried out a baseline study that will be comparable to the final evaluation?

1.2. Develop organizational standards for evaluation design and the selection of methodologies. The criteria used in this MEGA evaluation for reviewing the quality of program and project evaluations should contribute to the setting of such standards.

1.3. Consider carrying out “mini-MEGA” studies to generate sector-specific guidelines for evaluation design and methodological rigor.  The meta-evaluations reviewed for this study included a number of useful observations on methodological patterns.

1.4. Consider broadening the review process for final evaluation designs beyond country office management.

2. Terms of reference for final evaluations should:

2.1. Provide a standard for the executive summary.  It should include a brief summary description of the project, its major goals and objectives, major findings (including how well goals were met, intended and unanticipated results), a brief description of the evaluation methodology and the most important recommendations. 

2.2. Furnish a clear definition as to what should be included in a “lessons learned” abstract addressed to other professionals, to ensure that evaluators record valuable project experiences with implications for the design of future projects.

2.3. Include a section defining the objectives of the evaluation.  It should clearly designate the audiences for the report(s), the expected uses of the report, and anticipated follow-up steps.

2.4. Include a review of the project design.   This should include a summary of what the project set out to achieve, clear identification of the goals and objectives, identification of the target population, etc.

2.5. The report should clearly include an objective summary of what the project achieved (or did not achieve, including unintended side effects).  The reader should easily be able to see whether or not, in the opinion of the evaluators, the final goal and intermediate objectives were achieved.
2.6. Require that the evaluators review and cite previous relevant evaluation reports including midterms and previous phase evaluations, relevant sector and CO evaluations, and relevant meta-evaluations.  It should be the responsibility of CARE staff to ensure access to these materials.

2.7. Request that the evaluation report review and describe the project’s monitoring and evaluation system.

2.8. Require that the report include a detailed description of the methodologies employed in carrying out the evaluation.  An outline for such a description could be developed based upon CARE’s new Impact Guidelines. Provide direct and explicit comparisons to the baseline study (if there was one).

2.9. The evaluation report should include a list of specific recommendations.  These typically include recommendations addressed to project staff and CO management, but they could also include recommendations to the donor(s), partners and participants.  This list would then be the basis of a follow-up action plan and tracking system. 

3. Require each primary investigator/lead evaluator to write an English language abstract of their report suitable for inclusion in the EEL. She/he should also fill out an attributes data form identifying evaluation design, days of data collection, etc. COs should translate abstracts from non-English speaking consultants.

4. Standardize formats to facilitate the identification of evaluation reports and their inclusion in the EEL:
4.1. The report cover page should include critical report and project identification information: 

· the CARE project number (PN)
· project full name and acronym
· the project sector(s) 

· type of project (pilot, first phase, second phase, etc.) and the years covered by the evaluation

· the type of evaluation (final evaluation, post-project, meta) 

· the report author(s)  

· It might also be useful to note the donor(s).

4.2. Authors should submit all final evaluation reports in both hard copy and electronic form.  Upon receipt, the CO should be required to send an electronic copy to CARE – Atlanta.  This should include the required abstract and completed attributes form for inclusion on the EEL.  

4.3. A standardized electronic file naming protocol should be developed for evaluation reports including two-letter country code, project number (PN), sector, project acronym, and project phase (if relevant).  In order to assure document identification, authors should fill out the “properties” information for each Word file.

Upon receipt, the reports should be scanned for viruses before being uploaded to the EEL.

4.4. Establish clear criteria for the inclusion of documents in the Evaluation Electronic Library (EEL):
All final, post-project, and meta evaluations

Any mid-term evaluations which include substantial quantitative findings

4.5. Review and revise the abstract outline and attributes data form. The existing outline for the EEL abstracts can be modified and disseminated for use by evaluators. Unused fields should be deleted (e.g., geographic focus) from the current attributes data form.

4.6. Charge a single individual with responsibility for managing the EEL.  Her/his duties should include:
· Scanning all submitted materials for viruses.

· Reviewing submitted abstracts and attributes forms for quality and comprehensiveness. Checking for consistency between abstract and attributes form information. 

· Uploading abstracts, full report files, and attributes to the EEL and ensuring that uploaded files are in “read only” form.

· Uploading full evaluation documents to the EEL. Ideally, the full report should be uploaded as a single file.  She/he should review report annexes to ascertain if they should be attached to the main body of the report.  EEL cannot accommodate ZIP files.  

· Reviewing and editing existing entries in the EEL to be sure they are complete and consistent.

· Monitoring the use of the EEL and responding to user suggestions and complaints.

5. Encourage COs to establish a utilization tracking method to ensure that CARE staff respond to and act upon the project recommendations included in evaluation reports.
6. Commission periodic meta-evaluations at country, regional, and sectoral (international) levels to extract learning from the EEL.   Given the volume of CARE evaluations, the organization will need to support an ongoing process of synthesis in order to provide HQ and the field with accessible lessons learned. 

7. Regularly review the organization’s use of evaluations in general, and the EEL in particular, and their contributions to project and evaluation design, analysis, interpretation, and organizational learning.
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For the full list of other project and program evaluation reports reviewed, please contact PHLSInfo@care.org.  







� See separate document “EEL description” for details about Evaluation Electronic Library (EEL) project.


� See separate “MEGA Goals Table” for full information on project and program documents reviewed.  See page � PAGEREF Meta_evaluations_list \h ��24� for a list of meta-evaluations included in this study.  For a copy of the detailed tables used in this review, write to � HYPERLINK mailto:PHLSInfo@care.org ��PHLSInfo@care.org�.  


� See list of acronyms on p. � REF Acronyms \h � \* MERGEFORMAT �� PAGEREF Acronyms \h ��ii�


� Existing projects c/f CARE’s Annual Project Information (API) data


� See separate “MEGA Goals Table” for detailed project achievement results.


� CH, RH, IOH, and NUT


� Measured as a percentage of projects with sufficient goal information.  See Table 3 for specific information by sector.


� See separate detailed Goals Table


� Total number of goal results levels for 93 projects equals 110.  Several goals had multiple results levels.


� See Table 3.C1.


�  Items A  & B refer to 93 individual projects.  Items C - E refer to 103 different sector interventions.


� Total number of objectives results levels for 93 projects equals 309.  Most project  had multiple objectives; some had no information available.  Some objectives had multiple results levels.


� See Table 5


� See separate detailed document, “CARE MEGA LL Partners & Sustainability Table”


� See “CARE MEGA LL Partners & Sustainability Table”


� See Table 7 for a summary of project evaluation methodology information.


� MEGA review included the full evaluation report, not just the abstract on EEL.
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